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I. INTRODUCTION

Stochastic input-to-state stability (SISS) is well recognized as an important concept for analysis and synthesis of nonlinear stochastic systems. The notion of SISS is an extension of the deterministic input-to-state stability (ISS) concept [1], and has been improved by several researchers, e.g., [2], [3], [4]. Besides, as a practically important class of nonlinear stochastic systems, one of the authors has introduced stochastic port-Hamiltonian systems (SPHSs) in [5]. SPHS is an extension of the deterministic port-Hamiltonian system (PHS) [6], and it represents electrical and mechanical systems, electromechanical systems and systems with non-holonomic constraints with uncertainties such as system and measurement noises and modeling error.

The main purpose of this paper is to investigate the SISS property of a class of SPHSs. As mentioned in [7], there are few studies on robustness of PHSs against external disturbances, and this important subject has not been clarified for SPHSs. The key techniques in this paper are coordinate transformations, integral actions and feedback compensators derived from the stochastic generalized canonical transformations (SGCTs). Although we use particular coordinate transformations in [8], [7] and add an integral action in [7], there are two main differences among them. First, we revealed in [5] that an extra condition due to the stochastic noise is necessary to preserve the SPHS structure under a coordinate transformation compared to the case of PHS. Hence, the techniques in [8], [7] are not directly applied to SPHSs. SGCTs proposed in [5] provide conditions for the coordinate and feedback transformations preserving the SPHS structure, and we newly equip some feedback compensators based on SGCTs to solve this problem. Second, although the method in [7] which we use here only deals with matched deterministic disturbances, the proposed method can deal with matched and unmatched stochastic noises as well as the matched deterministic disturbances. Thanks to stochastic calculus, we explicitly provide sufficient conditions of the noise port of the plant system as well as some design parameters of the controller for achieving SISS property.

II. PRELIMINARIES

We consider a class of stochastic port-Hamiltonian systems (SPHSs) [5], which is described by the following Itô stochastic differential equation:

$$\frac{dq}{dp} = \begin{pmatrix} 0 & I_m \\ -I_m & 0 \end{pmatrix} \begin{pmatrix} \frac{\partial H(q,p)}{\partial q} \\ \frac{\partial H(q,p)}{\partial p} \end{pmatrix}^T dt + \begin{pmatrix} 0 \\ I_m \end{pmatrix} u dt + \begin{pmatrix} 0 \\ d_2 \end{pmatrix} dt + \begin{pmatrix} h_{11}(q,p) & 0 \\ h_{22}(q,p) \end{pmatrix} \begin{pmatrix} dw_1 \\ dw_2 \end{pmatrix}$$

(1)

with the Hamiltonian $H(q,p) = \frac{1}{2} q^T M(q)^{-1} p + U(q)$, where $q, p \in \mathbb{R}^m$, a symmetric positive definite matrix $M(q)$ denotes the inertia matrix, a scalar function $U(q)$ denotes a potential energy, and is assumed to be a sufficiently differentiable positive definite function. We have proposed a way to assign a proper potential energy to a SPHS in [5]. Let $T(q) \in \mathbb{R}^{m \times m}$ be the square root of the matrix $M(q)^{-1}$, that is, $M(q)^{-1} = T(q)^2$ holds. $u \in \mathbb{R}^m$ represents the control input and $d_2 \in \mathbb{R}^m$ represents an essentially bounded measurable disturbance. $d_2$ is possibly time-varying. $w_1, w_2 \in \mathbb{R}^{m_w}$ denote standard Wiener processes defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, where $\Omega$ is a sample space, $\mathcal{F}$ is the sigma algebra of the observable random events and $\mathbb{P}$ is a probability measure on $\Omega$. $h_{11}(q,p), h_{22}(q,p) \in \mathbb{R}^{m \times m_u}$ represent the noise ports.

In order to calculate the expectation of the time variation of a Hamiltonian, we define the infinitesimal operator $L(\cdot)$.

Definition 1: Consider the nonlinear stochastic system written in the sense of Itô:

$$dx = f(x, u, d) dt + h(x) dw,$$

(2)

where $x \in \mathbb{R}^n, u \in \mathbb{R}^m, d \in \mathbb{R}^l$ represent the state, the control input and the disturbance, respectively. According to [9], it is assumed that $f$ and $h$ satisfy the linear growth condition and local Lipschitz condition with respect to their arguments for existence and uniqueness of a global solution to the system (2).
Then, the infinitesimal generator for the stochastic process of the system (2) is defined as
\[
\mathcal{L}(\cdot) := \frac{\partial}{\partial x} f + \frac{1}{2} \text{tr} \left\{ \frac{\partial^2}{\partial x^2} h h^\top \right\}.
\] (3)
We equip the definitions of stochastic input-to-state stability (SISS) and SISS Lyapunov function based on [3]. Since the definition of SISS in [3] does not consider the plant system with a control input, we slightly modify the definition.

**Definition 2:** Consider the system (2) with a fixed control input \( u = v(x, t) \). Then, the closed-loop system is stochastic input-to-state stable if \( \forall \epsilon > 0 \), there exist a class \( \KL \) function \( \beta \) and a class \( K \) function \( \gamma \) such that
\[
P \left\{ ||x(t)|| < \beta(||x(0)||, t) + \gamma \left( \sup_{0 \leq s \leq t} ||d(s)|| \right) \right\} \geq 1 - \epsilon,
\]
\[\forall t \geq 0, \, \forall x(0) \in \mathbb{R}^n.\]

**Proposition 1:** [3] Consider the system (2) with a fixed control input \( u = v(x, t) \), and suppose that there exist a \( C^2 \) function \( V(x) \), class \( K \) functions \( \alpha_1, \alpha_2 \) and \( \rho \), and a class \( K \) function \( \alpha_3 \), such that
\[
\alpha_1(||x||) \leq V(x) \leq \alpha_2(||x||)
\]
and with \( ||x|| \geq \rho(||d||) \),
\[
\mathcal{L}V \leq -\alpha_3(||x||).
\] (5)
Then, the closed-loop system is SISS in Definition 2.

Although the concept of SISS is extended to the case where the disturbance is assumed to be a state and time dependent stochastic process in [4], we do not consider the state dependent disturbance in this paper.

### III. MAIN RESULTS

Before applying a main controller for SISS, we convert the system (1) into another one, where the inertia matrix is removed from its Hamiltonian. For this, we extend the coordinate transformation in [8] to a stochastic port-Hamiltonian system by using a SGCT in [5].

**Proposition 2:** Consider the system (1). The following coordinate transformation
\[
\begin{pmatrix}
\hat{q} \\
\hat{p}
\end{pmatrix} = \begin{pmatrix} q \\ T(q)p \end{pmatrix}
\]
and feedback input
\[
u = -T(q)^{-1} \left( \sum_{j,k=1}^{m} \frac{1}{2} \frac{\partial^2 T(q)}{\partial q^2} p_j h_{11}^2 \right) + \tilde{u},
\]
where for a vector \( x, \, x_j \) denotes the \( j \) th element of \( x \) and for a matrix \( A, [A]_{j,k} \) denotes the \( (j,k) \) th element of \( A \), respectively, and \( \tilde{u} \) denotes a new input, convert the system (1) into the following another SPHS:
\[
\begin{pmatrix}
d\hat{q} \\
d\hat{p}
\end{pmatrix} = \begin{pmatrix} 0 & T(q) \\ -T(q)^{-1} J_2(q, \hat{p}) & 0 \end{pmatrix} \begin{pmatrix} \frac{\partial h(\hat{q}, \hat{p})}{\partial q} \\ \frac{\partial h(\hat{q}, \hat{p})}{\partial p} \end{pmatrix}^\top dt + \begin{pmatrix} 0 \\ I_m \end{pmatrix} v dt
\]
\[+ \begin{pmatrix} 0 \\ T(q) \end{pmatrix} d\bar{z} + \begin{pmatrix} h_{11}(\bar{q}, \bar{p}) & 0 \\ h_{21}(\bar{q}, \bar{p}) & h_{22}(\bar{q}, \bar{p}) \end{pmatrix} \begin{pmatrix} dw_1 \\ dw_2 \end{pmatrix}.
\] (6)

Here, \( v := T \tilde{u} \) and
\[
J_2(q, \hat{p}) := \frac{\partial (T p)}{\partial q} T - T \frac{\partial (T p)}{\partial q}^\top |_{q = \hat{q}, p = T^{-1} \tilde{p}}
\]
\[
\tilde{h}_{11}(\bar{q}, \bar{p}) := h_{11}(q, p) |_{q = \bar{q}, p = T^{-1} \bar{p}}
\]
\[
\tilde{h}_{21}(\bar{q}, \bar{p}) := \frac{\partial (T p)}{\partial q} h_{11}(q, p) |_{q = \bar{q}, p = T^{-1} \bar{p}}
\]
\[
\tilde{h}_{22}(\bar{q}, \bar{p}) := T h_{22}(q, p) |_{q = \bar{q}, p = T^{-1} \bar{p}}.
\]

**Proof:** The assertion directly follows from Theorem 1 in [5].

In order to endow the system with SISS property, we first add an integrator dynamics to the system. Then, coordinate transformation and feedback controller are equipped to add the proper damping and to preserve the SPHS structure. The integrator dynamics and coordinate transformation are the same as proposed in [7]. However, the feedback controller proposed here is different.

**Theorem 1:** Consider the system (6), and the following integrator dynamics
\[
d\bar{r} = (T + R_4) \frac{\partial U}{\partial q} + R_3 \bar{p}
\] (7)
and feedback controller
\[
v = - \left( \frac{\partial^2 U}{\partial q^2} T + J_2 + R_2 + R_3 \right) \bar{p} - (R_2 + R_3) \bar{r}
\]
\[\left. \left( \sum_{j=1}^{m} \frac{1}{2} \frac{\partial^2 U}{\partial q^2} h_{11}^2 \right) \right|_{j,k}
\]
\[\left( T + R_2 + R_3 \right) \frac{\partial U}{\partial q} - \left( \sum_{j=1}^{m} \frac{1}{2} \frac{\partial^2 U}{\partial q^2} h_{11}^2 \right) \right|_{j,k}
\] (8)
where \( R_2, R_3 \in \mathbb{R}^{m \times m} \) denote symmetric positive definite matrices, respectively. Then, the closed-loop system described in the new coordinate
\[
z := \begin{pmatrix} z_1 \\ z_2 \\ z_3 \end{pmatrix} = \begin{pmatrix} \bar{p} + \frac{\partial U}{\partial q} + \bar{r} \end{pmatrix} =: \Psi(\bar{q}, \bar{p}, \bar{r})
\] (9)
is converted into another SPHS with the Hamiltonian
\[
H_z(z) = U(z_1) + \frac{1}{2} z_2^\top z_2 + \frac{1}{2} z_3^\top z_3.
\]
Moreover, suppose that for all \( q, p \in \mathbb{R}^m \), there exist
positive constants such that

\begin{align}
 k_T I_m & \leq T(q) \leq K_T I_m \quad (10) \\
k_{U1} \|q\| & \leq \left\| \frac{\partial U(q)}{\partial q} \right\| \quad (11) \\
k_{U2} I_m & \leq \frac{\partial^2 U(q)}{\partial q^2} \leq K_{U2} I_m \quad (12)
\end{align}

\begin{align}
 \|h_{11}(q,p)\| & \leq K_{h11} \left\| \begin{pmatrix} q \\ p \end{pmatrix} \right\| \quad (13) \\
 \left\| \frac{\partial(T(q)p)}{\partial q} h_{11}(q,p) \right\| & \leq K_{h21} \left\| \begin{pmatrix} q \\ p \end{pmatrix} \right\| \quad (14) \\
 \|h_{22}(q,p)\| & \leq K_{h22} \left\| \begin{pmatrix} q \\ p \end{pmatrix} \right\|. \quad (15)
\end{align}

Then, if the following condition holds:

\[ k_T > \frac{9m^2K_{U2}(k_{U1}^2+1)}{2K_{U1}^2}(1+K_{V_U})K_{h11} + K_{h21} + K_T K_{h22})^2 \]

\[ =: K_z, \quad (16) \]

the closed loop system in the coordinate (9) with \( R_2 \) and \( R_3 \) such that

\begin{align}
k_{R_2} & := \lambda_{\min}(R_2) > K_z + \frac{K_T}{2} \quad (17) \\
k_{R_3} & := \lambda_{\min}(R_3) > K_z \quad (18)
\end{align}

becomes SSIS with respect to \( d_2 \) with SSIS Lyapunov function \( H_z(z) \).

**Proof:** The closed-loop system with the integrator dynamics (7) and the feedback controller (8) is given by

\begin{align}
\frac{dq}{dp} & = \begin{pmatrix} 0 \\ -T \end{pmatrix} dt - \begin{pmatrix} 0 \\ -T \end{pmatrix} Td_2 - \begin{pmatrix} I_m \\ 0 \end{pmatrix} \left( \sum_{j=1}^{m} \frac{1}{2} \frac{\partial^2 U}{\partial q^2} \left[ h_{11} \right]_{j,j} \right) dt + \\
& + \frac{T}{T+R_2+R_3} \frac{\partial U}{\partial q} - \frac{\partial^2 U}{\partial q^2} T + \frac{\partial U}{\partial q} \overline{\beta} \left( R_2 + R_3 \right) \overline{\pi} dt \\
& + \begin{pmatrix} \overline{h}_{11}(\overline{q},\overline{p}) \\ \overline{h}_{21}(\overline{q},\overline{p}) \end{pmatrix} \begin{pmatrix} 0 \\ 0 \end{pmatrix} dt + \begin{pmatrix} \overline{h}_{11}(\overline{q},\overline{p}) \\ \overline{h}_{21}(\overline{q},\overline{p}) \end{pmatrix} \frac{dw_1}{dw_2}. \quad (19)
\end{align}

Then, the system (19) can be described in the new coordinate \( z \) in (9) as

\begin{align}
\begin{pmatrix} d\overline{q} \\ d\overline{p} \\ d\overline{r} \end{pmatrix} = \begin{pmatrix} -T & T & -T \\ -T & -R_2 & -R_3 \\ T & R_3 & -R_3 \end{pmatrix} \begin{pmatrix} \frac{\partial H_z(z)}{\partial z} \end{pmatrix} dt + \\
\begin{pmatrix} 0 \\ -R_2 \\ 0 \end{pmatrix} Td_2 + \begin{pmatrix} \overline{h}_{11}(\overline{q},\overline{p}) \\ \overline{h}_{21}(\overline{q},\overline{p}) \end{pmatrix} \begin{pmatrix} 0 \\ 0 \end{pmatrix} \frac{dw_1}{dw_2}. \quad (20)
\end{align}

where

\begin{align}
h_{z11}(z) & := \overline{h}_{11}(\overline{q},\overline{p}) \left| \begin{array}{c} \overline{q} = z_1 \\ \overline{p} = z_2 - \frac{\partial U}{\partial q} - z_3 \end{array} \right. \\
h_{z21}(z) & := \overline{h}_{21}(\overline{q},\overline{p}) + \frac{\partial^2 U}{\partial q^2} \overline{h}_{11}(\overline{q},\overline{p}) \left| \begin{array}{c} \overline{q} = z_1 \\ \overline{p} = z_2 - \frac{\partial U}{\partial q} - z_3 \end{array} \right. \\
h_{z22}(z) & := \overline{h}_{22}(\overline{q},\overline{p}) \left| \begin{array}{c} \overline{q} = z_1 \\ \overline{p} = z_2 - \frac{\partial U}{\partial q} - z_3 \end{array} \right.
\end{align}

Note that we use the fact that

\[ \frac{1}{2} \left( \begin{array}{c} \operatorname{tr} \left\{ \frac{\partial^2 U}{\partial q \partial p} h_z(\overline{h}) \right\} \\ \vdots \\ \operatorname{tr} \left\{ \frac{\partial^2 U}{\partial p^2} h_z(\overline{h}) \right\} \end{array} \right) = \left( \begin{array}{c} 0 \\ 0 \end{array} \right) \left( \begin{array}{c} \sum_{j=1}^{m} \frac{1}{2} \frac{\partial^2 U}{\partial q^2} \left[ h_{11} \right]_{j,j} \\ \vdots \\ \sum_{j=1}^{m} \frac{1}{2} \frac{\partial^2 U}{\partial p^2} \left[ h_{11} \right]_{j,j} \end{array} \right) \]

in deriving Eq. (20), where

\[ h_z(z) := \begin{pmatrix} h_{z11}(z) \\ h_{z21}(z) \\ h_{z22}(z) \end{pmatrix}. \]

Eq. (20) proves the first assertion.

Now, we calculate \( LH_z \) along the system (20) as

\[ LH_z = -\frac{\partial H_z}{\partial z} \operatorname{diag}\{T, R_2, R_3\} \frac{\partial H_z}{\partial z} + \frac{\partial H_z}{\partial z} Td_2 + \frac{1}{2} \operatorname{tr} \left\{ \frac{\partial^2 H_z}{\partial z^2} h_z(\overline{h}) \right\}. \quad (21) \]

In order to further investigate \( LH_z \), we evaluate the last term in Eq. (21). From the conditions (10), (12), (13), (14) and (15), we have

\[ \|h_z(z)\| \leq \sqrt{3m} (\|h_{z11}(z)\| + \|h_{z21}(z)\| + \|h_{z22}(z)\|) \leq \sqrt{3m} (1 + K_{V_U})K_{h11} + K_{h21} + K_T K_{h22} \times \left\| \begin{pmatrix} z_1 \\ z_2 - \frac{\partial U}{\partial z} - z_3 \end{pmatrix} \right\|. \quad (22) \]

It follows from the condition (11) that

\[ \left\| \begin{pmatrix} z_1 \\ z_2 - \frac{\partial U}{\partial z} - z_3 \end{pmatrix} \right\|^2 \leq \left( \frac{1}{K_{U1}} + 1 \right) \left( \left\| \frac{\partial U}{\partial q} \right\|^2 + \|z_2\|^2 + \|z_3\|^2 \right). \quad (23) \]

Then, Eqs. (22), (23) yield

\[ \|h_z(z)\|^2 \leq 3m (1 + K_{V_U})K_{h11} + K_{h21} + K_T K_{h22})^2 \times \left( \frac{1}{K_{U1}} + 1 \right) \left( \left\| \frac{\partial U}{\partial q} \right\|^2 + \|z_2\|^2 + \|z_3\|^2 \right). \quad (24) \]
By using Eq. (24), the last term in Eq. (21) can be evaluated as

\[
\frac{1}{2} \text{tr} \left\{ \frac{\partial^2 H_z}{\partial z^2} h_z h_z^\top \right\} \leq \frac{3m}{2} \lambda_{\text{max}} \left\{ \frac{\partial^2 H_z}{\partial z^2} h_z h_z^\top \right\} \\
\leq \frac{3mK_U}{2} \|h_z(z)\|^2 \\
\leq K_z \left( \left\| \frac{\partial U}{\partial z_1} \right\|^2 + \|z_2\|^2 + \|z_3\|^2 \right),
\]

(25)

where \(K_z\) is given in Eq. (16). Therefore, from Eqs. (21) and (25), we have

\[
\mathcal{L} H_z \leq - (k_T - K_z) \left\| \frac{\partial U}{\partial z_1} \right\|^2 - (k_{R_2} - K_z) \|z_2\|^2 \\
- (k_{R_3} - K_z) \|z_3\|^2 + K_T z_2^\top d_2 \\
\leq - k_{U_1} (k_T - K_z) \|z_1\|^2 - \left( k_{R_2} - K_z - \frac{K_T}{2} \right) \|z_2\|^2 \\
- (k_{R_3} - K_z) \|z_3\|^2 + \frac{K_T}{2} \|d_2\|^2.
\]

(26)

It follows from the conditions (16), (17) and (18), and Proposition 1 that the closed loop system in the coordinate \(z\) is SISS with respect to \(d_2\) with SISS Lyapunov function \(H_z(z)\). This proves the theorem.

IV. CONCLUSION

This paper has investigated a SISS property of a class of SPHSs. By using particular coordinate transformations and integral action, and feedback compensators derived from SGCTs, we have clarified robustness against matched deterministic disturbances, and matched and unmatched stochastic noises for SPHSs.
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